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Introduction Normal vs Segregated TC Discussion and Limitations

» The Convolution Layer will compress the output feature ~ * Normal TC operation requires 25 multiplications

 The delay, area and power requirements are noted for 45nm

map. and 24 additions. 4 14nm technol } o e C '
* The Transpose Convolution (TC) layer enhances the * Proposed Segregated TC operation only requires S T PSR DY TIDEES MR 6 SY PO ompEn
P Y o . * The implemented desigh considers the input size of 8 bits
feature map the utmost 9 multiplications and 8 additions. , _
' and the kernel size of 32 bits.

 TClayer in deep learning is considered a combination of
upsampling layer and convolution operation.
* The upsampling layer is formed by inserting zeros along ‘

* The proposed method showed more efficiency in terms of
delay, area and power consumption.

e The power consumption for the proposed method is for
generating four pixels.

Output feature map from the * The average power consumption is very low when compared

franspose convolution operation . . .y . .
Embedded input padding with size 2 With stride 2 to the original method for writing a single element in the

both rows and columns after each value.
* Applications: Image super-resolution, Generative
Adversarial Networks (GANSs).
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The proposed method reduces the computation load up to
nearly 3.8x compared to the original implementation.

e The proposed method helps to scale the existing deep
learning models having TC to implement on handheld
devices.
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Fig: Convolution vs Transpose Convolution I feature map  transpose convolution operation

Segregated kemels Figrs N\ vs S W:“ Edmd'FCE * The proposed method produces four pixels at a time,
Overview % which results in computing the unwanted elements if the
*These four computation patterns will help to form four sub- output feature is of odd dimensions.
cernels Table: Power, area and delay using Synopsys DC * Thus, the extra elements needed to be avoided for future
| Compiler computations.

eThus, transpose convolution can be treated as four internal

A5nm technology

Convclutlon OperatIOnS. Design Delay EHE}EEE Heri;ea {cell units) Power [m\\V) Future Works
eRed squares represent inactive elements, and green squares Conventional/ 1 1.53 29413.37 19.23 .
. outpu
tput * Implement the proposed optimized transpose
represent active elements. Proposed/ 1.31 29019.63 19.91 , , , ,
4 outputs convolution operation on different Field Programmable
4= kernel . .
-------- - e ————Y Tee ca194.12 =190 Field Arrays (FPGAs) from Intel and AMD companies.
- output - . :
koo | Koz | koa Proposed/ e 515 oc —— * Also, design the simple neural network which uses
:zﬂ EEE :24 4 outputs — transpose convolution layer on FPGAs and analyze the
silgb-keiiel 144 Conventional/ 1 1.77 F8509.66 46.48 pe rfOrmance.
output
- - Proposed/ 1.52 F1270.24 56.38
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