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Embedded AI Optimization Approaches and 
Best Practices

Motivation
The recent increase in size and complexity
of AI model leaves many fields and
applications, such as embedded AI,
crippled to effectively utilize these models.
However, the optimization of these
models for edge and small devices can
prove essential in using them on-device.
This may be achieved with a variety of
approaches from choosing the right
algorithm and implementation to the
hardware architecture used.

Application
• Compilation of AI models was shown 

to achieve better performance than 

Native implementations in small networks [1].

• Exploration of other hardware approaches such 

as FPGAs, can also lead to significant 

Improvement over GPU parallelism [2]. 

• The trifecta of optimization refers to the selection 

the optimal architecture, algorithm, and its method

of implementation, given a type of problem.
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Objectives
• Benchmark performance impact of the 

implementation of various techniques

• Bottleneck analysis of systems

• Identify taxonomy of problems that 
can be optimized with these 
techniques

• Map suitable approaches per given the 
constrains

Outlook
• Investigation of optimization methods 

in comparison to each other

• Resolution of bottlenecks through 
hardware and software design
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